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Linear regression

… is a statistical method used to create a linear model

… there are different types:
– Simple linear regression: models using only one predictor
– Multiple linear regression: models using multiple predictors
– Logistic regression: models a categorical response variable
– Multivariate linear regression: models for multiple response variables
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Regression line

dependent 
variable

intercept predictor

weight
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The linear model

… can apply to any research question where you are trying to 
predict a continuous variable of interest (the response or 
dependent variable) on the basis of one or more other variables 
(the predictor or independent variables)

… takes the following form:

dependent 
variable

intercept predictors

weights

+ error
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Example

Nathanial D. Phillips
YaRrr! The Pirate’s Guide to R
https://bookdown.org/ndphillips/YaRrr/regr
ession.html
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Example: linear regression with lm()
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Example: output
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Example: output (2)
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Example: output (3)
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Example: output (4)
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Standardized coefficients

It is important to keep the metric of each variable in mind when performing multiple 
regression.

Iconicity study by Winter et al. (2017)

Iconicity ~ Sensory + Imageability + Systematicity + Word frequency
   = 1.5 + 0.5*SER + (-0.3)*Imag + 401.5*Systema + (-0.3)*Word freq   unstandardised
   = 1.3 + 0.5*SER + (-0.4)*Imag + 0.0*Systema + (-0.3)*Word freq     standardised

For the standardised coefficients, a one-unit change always
corresponds to a change of 1 standard deviation.

Systematicity
Min -0.000481104
Max 0.000630891
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Assumptions

• Normality of residuals
• Homoscedasticity of residuals
• Collinearity
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‘Good’ residual plots
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‘Bad’ residual plots
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Assumptions: Collinearity (1)

Moderate collinearity No collinearity
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Assumptions: Collinearity (2)

Extreme collinearity x <– rnorm(50)   x2 <– x
y <– 10 + 3 * x + rnorm(50)  x2 [50] <– -1

r(48) = .98 
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Assumptions: Collinearity (3)

• 'Variance inflation factors’ (VIFs) can be used to assess whether you 
have to worry about collinearity.

• VIFs > 3 or 4 are deemed problematic by some (Zuur et al., 2010). 
Others suggest VIFs > 10 indicate collinearity issues (Montgomery & 
Peck, 1992).
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Assumptions: Collinearity (4)

Solutions:
– Remove one of the predictor variables with a high VIF (use you subject knowledge to decide 

and justify which one).
– Collect more data as that will allow you to estimate the regression coefficients more 

precisely.
– Use an approach other than regression (e.g., random forests) or first do a principle 

component analysis to combine predictor variables before doing regression.
– Consider this issue at the planning stage of your study and make theoretically motivated 

choices as to which one of possibly highly correlated measures to include.
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Adjusted R2

• Like R2, it measures how much of the variance in the outcome 
variable is described by all the predictors in the model together.

• Adjusted R2 takes the number of predictors in the model into 
account.

• You should report ‘adjusted R2’ .
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Summary

Regression line with multiple predictors 

Standardized coefficients Make predictors more comparable by converting them to 
    standard units, helps with interpreting coefficients

Assumptions  Normality and homoscedasticity of residuals + check collinearity

Adjusted R2  Takes number of predictors in model into 
   account, therefore more conservative,
   alerts you to ‘overfitting.


