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Count data as outcome variable

A count variable …
… is a variable that takes on discrete values (0, 1, 2, …)
reflecting the number of occurrences of an event in a 
fixed period of time.
… can only take on positive integer values or zero.

Examples: Number of …
… depressive symptoms that a child exhibits
… alcoholic drinks consumed per day
… readmissions to alcohol detoxification programmes
… disciplinary incidents among a group of prison inmates
… fillers (such as uh and oh) as a function of politeness context
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The Poisson distribution

… has one parameter: ! ‘lambda’
… cannot be negative
... contains only integers
… variance is associated with !
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Exponential transformation
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An example: Nettle’s (1999) linguistic diversity 
data (1)
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An example: Nettle’s (1999) linguistic diversity 
data (2)
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The model (1)
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The model (2)
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The model (3)
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Exposure variables (1)

An exposure variable …
… is a variable that potentially allows for more opportunities 
to observe a higher count

Examples: 
space (e.g., size of a country)
time (e.g., trial duration/number of hours observed)

You can adjust a rate (count) by an exposure variable.
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Exposure variables (2)
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Overdispersion

Variance of the Poisson distribution scales 
with the mean: the higher the mean rate, 
the more variable the counts.

If the variance is larger than theoretically 
expected for a given lambda, you are 
dealing with what’s called ‘overdispersion’ 
or ‘excess variance’.
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Negative binomial regression
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Negative binomial regression
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Generalized Linear Model Framework
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Summary

• You have learned how to model count data with Poisson 
regression, and its extension, negative binomial regression.

• The coefficients of a Poisson model are shown as log 
coefficients, which means that, after calculating the log 
predictions, you need to use exponentiation to interpret your 
model in terms of average rates.

• To control for differential exposure, exposure variables can be 
added.

• Negative binomial regression was used to account for 
overdispersion.

• Each GLM has three components: a distribution for the data-
generating process, a linear predictor and a link function.


